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Empirical Challenges

. Identitying Changes in Opinions 1. Skill & Opinion Selection

Dataset of online deliberation A. Exploit multiple debates per user
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/ years, 1.1 million debates
800,000+ users, 20+ moderators
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B. Exploit multiple
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